


What is “Power”?

An architecture

* Power instruction set
architecture (ISA) defines
functionality and how
software interacts with it

 RISC-based

A processor
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* Microprocessors that
implement the Power
architecture instructions

» Latest generation: Power10

A family of servers
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IBM Power servers include
E1080, E1050, S1024, and
many others

Built with Power processors




The Power10 portfolio supports workloads of all sizes
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Enhanced RAS Multi-tenant, self managed,
Power compute as-a-service
Capacity On Demand with consumption-based OPEX

Power Private Cloud with Shared Utility Capacity (Enterprise Pools 2.0) pricing; with access to IBM
Cloud services













How IBM Power drives Oracle TCO savings

Aouslien — 1 Oracle software cost is 80% of the TCO, licensing, and SWMA -
Lo cost reduction is the key to success

based on client testimonies and TCO studies

Reduce #cores, better utilize CPU, and server
» reduce licensing and SWMA cost
» grow with no additional licenses purchase

W == License_factor * core_performance * %cpu_utilization * platform_efficiency

2.2x better performance ] ] . —_
per core Power10 vs x86 Architecture design Unique capabilities for

SMT8 real simultaneous Multi-threading for data processing Flexibility, Agility, Robustness, Scalability

From proven official standard benchmarks representative of ERP/database workloads



Oracle Database on Power10 capacity improvement

Relative throughput - OLTP workload
- 2.5x per core e
) 3
relative throughput .
* Fewer cores 2 N\
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Source: Modernizing Oracle Database on IBM Power

=>» Free up licenses for growth needs, avoid additional licenses purchase,
database options, 22% annual SWMA, prepare Oracle ULA contract exit



Core performance and improvement

Per core performance, trend over time and technology
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Sandy Ivy Haswell Broadwell Skylake Cascade Icelake Power7 Power8 Power9 Power10
bridge  bridge lake
Xeon E5-2690 Xeon E5-2697  Xeon E5-2699 Xeon E5-2699  Xeon 8160 Xeon 8260 Xeon 8358 P780+ E880 E980 E1080
8-Core/chip  12-Core/chip 18-Core/chip ~ 22-Core/chip  24-Core/chip  24-Core/chip  32-Core/chip 8-Core/chip 12-Core/chip 12-Core/chip 15 core/chip
10 nanometers 7 nanometers

<4 Continuous improvement ==p

Performance is based on IDC’s Quantitative Performance Index (QPI) data as of July 18, 2022.



IBM Power E1080 sets world record 8-socket
server SPEC CPU 2017 benchmark result’

» World record 8-socket performance
SPECrate®2017_int_peak « SPECrate®2017_int_peak
2170 versus 1620

SPECrate®2017_int_peak « SPECrate®2017_int_base

1620

2170 1700 versus 1570

» 2.5x more performance per core
8 SOCKETS » 1.3x more performance per socket

8 sockeTs 120 cores « Power E1080 scale to 16 sockets

224 cores

HPE Superdome Flex 280 8- Power E1080 8-socket
socket

1. Comparison based on best performing single 8-socket systems (IBM Power E1080 3.55 - 4 GHz, 120 core, AlX and Superdome Flex 280 2.90 GHz, Intel Xeon Platinum 8380H) using
published results at www.spec.org/cpu2017/resutls/ as of 02 September 2021. SPEC® and the benchmark names SPECrate®2017_int_base and SPECrate®2017_int_peak are registered
trademarks of the Standard Performance Evaluation Corporation. For more information about SPEC CPU 2017: http:/spec.org/cpu2017/.



IBM Power E1080 sets world record 8-socket two-tier
SAP SD standard application benchmark result’

» World record 8-socket performance
* 955,050 versus 670,830 SAPS
« 174,000 versus 122,300 users

» Performance per core

8 sockeTs
120 cores

4x versus 16-socket Intel2
16 sockeTs

16 sockeTs
448 cores 174K users 2.7x versus 8-socket Intel4

448 cores
955K saps Higher CPU Utilization
152.5K users 157K users -
877K saps 893K sars * Most flexible and reliable

SAP HANA platforms

* E1080 servers scale to 16 sockets
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87% CPU 95% CPU

HPE Superdome Flex Google Cloud Power E1080 8-socket
#2020029 #2021008 #2021059

1. IBM Power E1080; two-tier SAP SD standard application benchmark running SAP ERP 6.0 EHP5; Power10 3.55-4.0 GHz processor, 4,096 GB memory, 8p/120c/960t, 174,000 SD benchmark users (955,050 SAPS), AIX 7.2, DB2 11.5. Certification #
2021059. All results can be found at sap.com/benchmark Valid as of 8/27/21.

2. Google Cloud Platform; two-tier SAP SD standard application benchmark running SAP ERP 6.0 EHP5 (cloud); Intel Xeon Platinum 8280L 2.7 GHz, 16p/448c/896t, 157,000 SD benchmark users (892,270 SAPS), running Windows Server 2019 and
Microsoft SQL Server 2017, Certification # 2021008.

3. HPE Superdome Flex; two-tier SAP SD standard application benchmark running SAP ERP 6.0 EHPS5; Intel Xeon Platinum 8280L 2.7 GHz, 16p/448c/896t, 152,508 SD benchmark users (877,050 SAPS), running Windows Server 2019 and Microsoft SQL
Server 2019, Certification # 2020029.

4. HPE Superdome Flex; two-tier SAP SD standard application benchmark running SAP ERP 6.0 EHP5; Intel Xeon Platinum 8380H 2.9 GHz, 8p/224c/448t, 122,300 SD benchmark users (670,830 SAPS), Windows Server 2016 and Microsoft SQL Server
2012, Certification # 2021006.

5. Ranked most reliable server in its category for 12th year by ITIC . Flexible: Only platform that runs AlX, IBM i, Linux OS’es while supporting the ability to run 16 SAP HANA production environment in a single server.



Resource utilization and efficiency

10 cores running at 80% / 20 cores at 40% / 40 cores at 20%?

Simultaneous Multi Threading SMT8 to improve core utilization

SMP vertical scalability to improve CPU efficiency

Data processing server, integrated, and complete design including memory
PowerVM embedded virtualization to improve CPU utilization



Sharing CPU: PowerVM shared processor pool mechanism

Physical cores

Virtual
processors 4

-Shéred

2.5 cores
Capacity Processor 4 VP
Entitlement 2,5 . Pool : uncapped

/f‘f \ |dle ‘ 'D'O‘l:l;t'ing
.i Fy j CPU baCK f
Donatlng to the Pool”

Donalng
ifle CPU CPU back to /%
/ .

= CPU consumptio

Sharing idle CPU is a unique capability thanks to PowerVM bare metal hypervisor



Shared Processor Pool: optimize CPU, cores, and Oracle licensing

Each VM (LPAR) running Oracle DB has its own guaranteed
CPU (Capacity Entitlement), no CPU overcommitment

VMs could be defined uncapped with number of VPs up to
the maximum peak consumption

VMs cede idle CPU back to the Pool, or request from the pool
additional CPU than the Entitled Capacity

Each LPAR can consume up to the size of the Pool

(VP=cores in the pool), depending on other LPARs consumption
Al | Oracle DB1 Oracle DB2 Oracle DB3 , , ,
| . Size of the Pool can be defined with more cores than total

Capacity Entitlements (spare idle CPU)

Pool size is less than sum of all VM’s peaks

Idle CPU Additional Additional
cycles CPUcycl CPU cyeles - Better Utilization =» less cores = less Oracle licenses
hared Processor Po

Other cores 10 cores PeakZ(VMS) < ZPealf(/VMs)

PowerVM Hypervisor \ L l’ l
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Platform efficiency

RAS

Security
Encryption
Sustainability...




IBM Power ranked number 1 in every major reliability
category by ITIC for the 14t straight year

Unplanned Monthly Downtime Per Server, Per Minute/Per Second

White box servers w/Linux _ 59 minutes

HPE ProLiant w/Linux 39 minutes
Oracle OpenSolaris 37 minutes
Oracle x86 w/Linux 32 minutes
Dell Power Edge w/Linux l 24 minutes
Inspur 10 minutes
Fujitsu Primergy 5.9 minutes
Huawei KunLun w/Linux M 1.39 minutes
HPE Integrity Superdome w/Linux N 1.38 minutes
Cisco UCSw/Linux B 1.27 minutes

Lenovo ThinkSystem w/Linux | 315 seconds
IBM Power10, i, w/Linux, AIX | 315 milliseconds
IBM LinuxONE | 3,15 milliseconds
IBM 216 w/Linux or z/0S 3.15 milliseconds

IC 2023 Global Server Hardware, Server OS Reliability Survey




Power10, security by design without cost and complexity

Protect data in memory with
transparent memory encryption

Host based HW Encryption at all levels of the stack : :
Encrypt Oracle single instance DB from top to bottom,

Transparent Memory Encryption and AlX Logical
Volume encryption at no additional cost

All data encrypted in Oracle DB, no need to define
specific records, tables, columns

Applications
Hyper-

sensitive data OracleDB encryption option could be used, Transparent Data

Encryption, but is is $15k list price per license

Databases
Sensitive in-use, in-flight
and at-rest data

Cryptographic HW acceleration for Storage volumes and
network protocols, including Quantum safe)

Complexity

File and data sets (e.g. AIXEFS) . N . . .
Sensitive data tied to access control for Overall security combination with storage immutable copies on

in-transit and at-rest data Spectrum Virtualize, called Safeguarded Copy

: Full disk and tape
Memory encryption Protect at-rest data

All datain memory - - (AIX LV encryption, IBM | ASP
encryption, Linux Unified Key Setup)

In addition, PowerSC (Power Security and Compliance) provides end
to end security control, for VMs, containers, workload files, operating
system, boot integrity, and fully integrated with hardware/firmware:

Secure Isolation Compliance automation, Trusted AlX, AIX Auditing, Multi-Factor

Authentication, Trusted boot

<< Coverage >




IBM Power in the Oracle ecosystem

Oracle Support Statement:
https://support.oracle.com/knowledqge/Oracle%20Database%20Products/2766930 1.html

» Confirms the large install base and relevance of IBM Power to Oracle with almost 80,000 joint clients
» Confirms long-term commitment to develop and release Oracle Database on IBM Power

» Confirms upcoming long-term releases of Oracle Database will be on IBM Power and provides a target date
for next release of 2023

» Demonstrates supported offerings well past the end of the decade

25+ Years Joint Enablement Technology Features
Collaboration and Optimization Recognition via
Certification

Ensure IBM and Oracle On-site people dedicated to
products working together at joint Oracle and IBM Oracle leverages:
their most current releases product development

: : : Power and AlX Exclusives
Oracle Technologies (DB, RAC, Technical Assistance execution in a micro-partition

Fusion Middleware ...) and platform-specific exploitation of SMT8, VIOS, AME
training to Oracle

Oracle Applications (Siebel,

EBS, PSFT, FlexCube ...) Documented best practices,
performance tuning and

IBM Systems & Software other lessons learnt

Live Kernel Update, Shared
Processor Pool




IBM Power processor
Continuous system innovation and leadership

POWER4/4+

POWERS/5+

POWER®6/6+

POWER7/7+

First Dual Core
in Industry

*Dual Core

* Chip Multi-Processing
* Distributed Switch

* Shared L2

* Dynamic LPARs (32)
*180nm

2001

Hardware
Virtualization
for Unix & Linux

¢ Dual Core & Quad
Core Modules

* Enhanced Scaling

2 Thread SMT

« Distributed Switch

« Core Parallelism

* FP Performance

» Memory bandwidth

*130nm, 90nm

2004

Fastest
Processor
In Industry

* Dual Core

* High Frequencies

« Virtualization

» Memory Subsystem
* Altivec

« Instruction Retry

* Dyn Energy Mgmt.
*2 Thread SMT

* Protection Keys
*65nm

2007

Most POWERful &
Scalable Processor
in Industry

*4,6,8 Core

* 32MB On-Chip eDRAM
* Power Optimized Cores
» Mem Subsystem

*4 Thread SMT

* Reliability

*VSM & VSX

* Protection Keys
*45/32nm

2010/2012

POWERS

Even more
POWER(ful chips
and Dynamic
Optimized
Performance

* Up to 12 cores/die
(96 HW threads)
* Agnostic Memory
* 8 Thread SMT
* Enterprise Focus
* Big Data Optimized
*PCle G3 / CAPI/ NVLINK
* OpenPOWER
*22nm

POWERY

Most POWERful
& Scalable
Processor in the
Industry

* Up to 24/12 cores/die
(96 HW threads)
* Modular new Core uArch
» Direct-Attach Memory
» OM| Memory
* PowerAXON
Modular Attach
*PCle G4/ CAPI 2.0
* Coherent NVLINK
/ OpenCAPI
*#1, #2 Supercomputers
*14 nm

Power10

Even more
POWERful and
efficient chips,
with built-in
Security

& Al Integration

* Up to 60/30 cores/socket
(240 HW threads)

* Modular Building Block Die

*New Core uArch

* Al-optimized ISA

* Energy Efficiency Focus

* HW Enforced Security

* Enterprise Focus

* PowerAXON 2.0

*PCle G5

» Memory Clustering

*7nm




AIX Roadmap

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035 2036 2037 2038 2039

AIX Next
GATBD

AIX 7.3
GA 12/2021

AIX 7.2 : : : : : : : : : : :
GA 1 2l201 5 : H N H R B H . . N H . B N

AIX 7.1
GA 09/2010

Last TL 4Q17 (TL5)

- Marketed and serviced - Fee-based service extension

- Serviced only Web support only

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice and represent goals and objectives only. .
© IBM Corporation, 2022




Long-term Secure Roadmap

Oracle Support Statement: hitps://support.oracle.com/knowledge/Oracle%20Database %20Products/2766930 1.html

Confirms large install base and relevance of IBM Power to Oracle with almost 80,000 joint clients
long-term commitment to develop and release Oracle Database on IBM Power
upcoming Oracle DB long-term releases will be on IBM Power, target date for next release 2023

IBM Power has ~21% Oracle DB Market Share (IDC SW tracker), largest WW Oracle SW implementations run on Power
https://www.idc.com/getdoc.jsp?containerld=IDC_P25240

Long-term InVeStment Oracle Database

25°¢

Oracle Certifies for the AIX O/S version, and Power10 runs multiple AlX versions

Power10 Compatible

ORACLE’ 11 g ORACLE 1 2(: 1 C ORACLE’ C ORACLE ORACLE 23ai
DATABASE DATABASE Database 1 Database Data base

AIX7.17AIX 7.2 AIX 7.1/AIX7.2 AIX71/7AIX 7.2 AIX 7.1/ AIX 7.2/ AIX 7.3 TBA
Sept 2009 From Scale-Out to High-End , and Power Virtual Servers

Flexibility and Coverage to run the products and versions you need while getting benefit of
latest infrastructure technology and Power10 performance ”

https://support.oracle.com/knowledge/Oracle%20Database%20Products/742060_1.html https://www.oracle.com/fr/database/technologies/virtualization-matrix.html




Oracle Database Service Offerings from Technology Expert Labs

* Oracle Database Performance Optimization Assessment
« Thorough analysis of the full stack (Hypervisor, OS, database and application behaviour (as can be
seen on the database)
» Provides setup specific tuning recommendation and tips

* Oracle Database License Optimization Assessment
* Analyzes workload characteristics, used options, optimization options concerning pool usage and HA
options

* Oracle Database Migration Services
» Ansible based IBM TEL Migration Framework for highly automated Oracle Database migrations to
Power and LinuxONE (as Service Offering)
» Useful to efficiently migrate large number of databases in parallel

 Other Oracle Database Services

» Architecture Reviews, installation/upgrade support, health checks, DB and SQL statement tuning
° DBA Support (not 24x7)

Contact: TEL.Infrastructure. DACH@de.ibm.com




i { Load Profile .
Observations Recommendations Transactions/Sec
ioss Mhors ' & roastnto'etey Wil e 3yedr 6kl pati 1200
Observed Oracle Database is at Release 19 Update 3 Revision 0 with :;_:gaw update patches should be applied to avoid seci gg Z';;(s]?- ;: g g
2 / ] bugs. s): . X
Patch 29517242 issued on May 19, 2019 s ENA G . S . i o5 1000
with patch numbers 34416665 (GI RU) and 34419443 | g 2 : :
= N " ) Redo size (bytes): 57,7371 22101
There is a mismatch between the database redo block size and the It is recommended that redo log filesystems should be X . 800
JFS2 filesystem block size for loradata03 (/oradata01 is ok) which agblksize=512 (not 4096) for better performance. Logical read (blocks): 328383 2035
should be corrected. Biock changes: 1,4942 92 600
Option: If the physical disk sector size is 4K, you have : . 5
the redo block size to 4K with database parameter: 9hysrcal rea-d {blocks): L a7
"_disk_sector_size overide"=TRUE Physical write (blocks): 3421 21 40
Then recreate the redo logs wil?_\: : Read IO reguests: 830.7 39 0
SQL> alter database add log file <xyz> size S00M bl Write 10 requests: a7s 0.2
This, however, could lead to a high “redo wastage®soi Read IO (MB): 217 01 200
option check AWR / Statspack report for that measurer . o
g Al bioci se: Ukicih; e ceratitot stz bpsins ' oe- 10 (MBE & 0 0
Database parameter ot set. and lts in the ALX fil cache bei WA soun o 09 2.0 SENLeITNoOmMOUYTNO®LYT oo e NgerLINen
filesystemio options isni , an This results AlX filesystem being used for . - :
il e el with c0 option, (which are already \iks datasase biiftar cacht Session Logical Read IM: 0.0 oo L swsﬁlgufinz;e:mﬂ[?p;m{;]l_f}‘lﬂ? SBB8IIIRERE =
@ You should set database Parameter filesystemio  User calis: 1,138 — IS T
to make sure no AlX filesystem cache is used. Parses (SQL): 5324 =
________________________________________________________________________________ Hard parses (SQL): 91 I
i 3 - -
| 1d | Operation | Name | SOLWork Avea (1E): b4 N AT [
"""""""""""""""""""""""""""""""""""" Top 10 Foreground Events by Total Wait Time I
| @ | SELECT STATEMENT | | | | | I
[ 1 | PARTITION RANGE ILTERATOR I “ Waits Total Wait Time (sec, Avg Wait Wait Class
| 2| PARTITION LIST SINGLE | _ ssac) d
| 3|  TABLE ACCESS BY LOCAL INDEX ROWID BATCHED| DB CPU 464.8K 306
v A INDEX SKIP SCAN | log file sync 1.8E+08 454K 2.5Tms 29.9 Commit
PGA memory operation 1.7E+08 83K  480.07us 5.5 Other
Buffer Pool Advisory SQL*Net more data from client 11,931,948 18.1K 1.51ms 1.2 Network
«: Gl e wikh, asimatad Dinalonl naada.a 0. are oiplad db file sequential read 14,654,720 9511.3  649.02us .6 User O
Kol e s i flashback log file sync 10,763,354 20046  743.6%us 5 User VO
| size for Est () | i <o =5
Dﬂ Size for Es Bufters ;mauun Ez1 Phys Read |E cursor pn S 6,816,350 75826 s & Concurrency
& e i b s direct path read URECEEJN Power Systems E1080 (9080-HEX) A nent letter
o 9,728 0.40 1191 1.44 library cache: mutex X 36,301,423
2 }Z;;;Z :fzo,, :ﬁ::: s control file sequential read 1,022,772 A
=] 17,024 o70 2,085 1.10 1,193,721 system ﬁrmware
[ 19,488 0.80 2,382 1.08 1,182,817 = s : S P
D 21,888 0.90 2,680 1.03 1,119,723 & End ol service pack support date is approaching
D 24020 020 2978 100 1,087,625 Eﬂ Version Timeline
o 24 448 1.00 2,994 1.00 1,085,781
=] 26,752 1.08 3276 0.97 1,055,002
o 29.184 119 3,574 0.94 1,021,840 Input MH1010_140
° 31616 1.28 3871 0.50 882,118 MH1010
(o] 34,048 1.39 4,169 087 939,959
D 36,480 1.49 4,487 083 901,975
(] 38,912 1.59 4785 0.80 869.618 MH1030
o 41,344 1.69 5,083 .77 840 954
o 43,776 1.79 5.381 0.75 816.508 Oct
o 45,208 1.89 5.658 0.73 795.397 2022 2023 2024
o 48,640 1.99 5,956 071 775,243
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